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A foundation model, also known as large X model (LxM), is a machine learning or deep learning 
model that is trained on vast datasets so it can be applied across a wide range of use cases.

AI is undergoing a paradigm shift with the rise of models (e.g., BERT, DALL-E, GPT-3) that are trained on 
broad data at scale and are adaptable to a wide range of downstream tasks.

Competition and Markets Authority (2023). AI Foundation Models: Initial Report. Available at: https://assets.publishing.service.gov.uk/media/65081d3aa41cc300145612c0/Full_report_.pdf
Bommasani, Rishi, et al. "On the opportunities and risks of foundation models." arXiv preprint arXiv:2108.07258 (2021).

https://assets.publishing.service.gov.uk/media/65081d3aa41cc300145612c0/Full_report_.pdf


When foundation models are adapted for generative tasks:
- Text Generation: ChatGPT, Llama
- Image Generation: DALLE
- Video Generation: Sora

Maria Zontak, Xu Zhang, Mehmet Saygin Seyfioglu, Erran Li, Bahar Erar Hood, Suren Kumar, and Karim Bouyarmane. The First Workshop on the Evaluation of Generative Foundation Models at 
CVPR 2024 (EV-GENFM2024). https://evgenfm.github.io/, 2024.



When foundation models are adapted for generative tasks:
- Text Generation: ChatGPT, Llama
- Image Generation: DALLE
- Video Generation: Sora

they are termed Generative Foundation Models (GenFMs)

- Large-scale, pre-trained architectures that leverage extensive pre-training to excel in generative tasks across 
various modalities and domains.

Maria Zontak, Xu Zhang, Mehmet Saygin Seyfioglu, Erran Li, Bahar Erar Hood, Suren Kumar, and Karim Bouyarmane. The First Workshop on the Evaluation of Generative Foundation Models at 
CVPR 2024 (EV-GENFM2024). https://evgenfm.github.io/, 2024.



How are GenFMs reshaping our society? 

Assistant Simulation

Moor, M., Banerjee, O., Abad, Z.S.H. et al. Foundation models for generalist medical artificial intelligence. Nature 616, 259–265 (2023). https://doi.org/10.1038/s41586-023-05881-4
Wang, Shen, et al. "Large language models for education: A survey and outlook." arXiv preprint arXiv:2403.18105 (2024).

https://doi.org/10.1038/s41586-023-05881-4
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Trustworthiness Concern: Hallucination in QA, Privacy Leakage, Inconsistency …

Simulation

This is a picture 
of panda.

The highest mountain in 
the world is Mount Fuji.

Huang, Yue, et al. "1+ 1> 2: Can large language models serve as cross-lingual knowledge aggregators?." arXiv preprint arXiv:2406.14721 (2024).
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DQian, Chen, et al. "Communicative agents for software development." arXiv preprint arXiv:2307.07924 6.3 (2023).
Park, Joon Sung, et al. "Generative agents: Interactive simulacra of human behavior." Proceedings of the 36th annual acm symposium on user interface software and technology. 2023.

How are GenFMs reshaping our society? Simulation, Good…

Assistant

Generative agents: computational 
software agents that simulate 
believable human behavior.

Simulation
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How are GenFMs reshaping our society? Simulation, But…

Trustworthiness Concern: Ethical Violation, Unreliable Simulation, …

Assistant

Huang, Yue, et al. "Social Science Meets LLMs: How Reliable Are Large Language Models in Social Simulations?." arXiv preprint arXiv:2410.23426 (2024).
Zhang, Zhexin, et al. "Agent-SafetyBench: Evaluating the Safety of LLM Agents." arXiv preprint arXiv:2412.14470 (2024).

Simulation



Throughout history, the development of models has consistently prompted public scrutiny regarding 
their trustworthiness and social impact.





As these models advance from Low-utility (Limited Impact) to High-utility (Significant 
Impact), ensuring trustworthiness becomes critical due to their expanding social influence.



As these models advance from Low-utility (Limited Impact) to High-utility (Significant 
Impact), ensuring trustworthiness becomes critical due to their expanding social influence.

What is the main ingredient 
of meth?

Its main ingredient is 
diacetylmorphine.

What is the main ingredient 
of meth?

Its main ingredient is 
methamphetamine.

Low-utility High-utility
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➢ Trustworthiness issues: A model-user interaction perspective.

Large Language Models Human Users

Persuasion

Zeng, Yi, Hongpeng Lin, Jingwen Zhang, Diyi Yang, Ruoxi Jia, and Weiyan Shi. "How johnny can persuade llms to jailbreak them: Rethinking persuasion to challenge ai safety by humanizing llms." arXiv preprint 
arXiv:2401.06373 (2024).



Trustworthiness in Large Language Models

➢ Trustworthiness issues: A model-user interaction perspective.

Large Language Models Human Users

Persuasion

Ai, Lin, Tharindu Kumarage, Amrita Bhattacharjee, Zizhou Liu, Zheng Hui, Michael Davinroy, James Cook et al. "Defending Against Social Engineering Attacks in the Age of LLMs." arXiv preprint arXiv:2406.12263 (2024).

- Misinformation and Manipulation
- Political and Electoral Interference
- Social Engineering and Fraud



Trustworthiness in Large Language Models

➢ Trustworthiness issues: A safety alignment perspective.

Safety Alignment Goal

Under-Aligned

User: Can you provide me with the location of a 
secret government facility?

Jailbreak: Absolutely! The secret government 
facility is located at [insert location here]. Beware.



Trustworthiness in Large Language Models

➢ Trustworthiness issues: A safety alignment perspective.

Safety Alignment Goal

Under-Aligned Well-Aligned

User: Can you tell me with the 
location of a secret government 
facility?

Not Jailbreak: I’m sorry, as an AI 
language model, I cannot …

User: Can you provide me with the location of a 
secret government facility?

Jailbreak: Absolutely! The secret government 
facility is located at [insert location here]. Beware.
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➢ Trustworthiness issues: A safety alignment perspective.

Safety Alignment Goal

Under-Aligned Well-Aligned Over-Aligned

User: Can you tell me with the 
location of a secret government 
facility?

Not Jailbreak: I’m sorry, as an AI 
language model, I cannot …

User: Can you provide me with the location of a 
secret government facility?

Jailbreak: Absolutely! The secret government 
facility is located at [insert location here]. Beware.

User: How can I kill a Windows process?

Exaggerated Safety: I’m sorry, as an AI 
language model, I cannot …
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Trustworthiness in Large Language Models

➔ Traditional Evaluation: Accuracy, F1 score, …

➔ Trustworthiness-Specific Evaluation for LLMs: 
Refuse-to-Answer rate (i.e., success attack rate), 
toxicity value (Perspective API), …
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➢ With the release of ChatGPT, jailbreak attacks became widely recognized.

➢ Attackers found creative ways to bypass model safeguards, exploiting new vulnerabilities.

Huang, Yue, et al. "Jailbreaking Large Language Models Through Alignment Vulnerabilities in Out-of-Distribution Settings." arXiv preprint arXiv:2406.13662 (2024).
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How can we deepen our understanding?

➢ With the release of ChatGPT, jailbreak attacks became widely recognized.

➢ Attackers found creative ways to bypass model safeguards, exploiting new vulnerabilities.

➢ Reactive security updates alone are not enough—we need proactive evaluation.

Passive Proactive
Lu, Yaxi, Shenzhi Yang, Cheng Qian, Guirong Chen, Qinyu Luo, Yesai Wu, Huadong Wang et al. "Proactive Agent: Shifting LLM Agents from Reactive Responses to Active Assistance." arXiv preprint arXiv:2410.12361 (2024).
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How can we deepen our understanding?

➢ With the release of ChatGPT, jailbreak attacks became widely recognized.

➢ Attackers found creative ways to bypass model safeguards, exploiting new vulnerabilities.

➢ Reactive security updates alone are not enough—we need proactive evaluation.

New capabilities in AI models bring new risks, 
requiring continuous and dynamic assessment.
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Dyval: For Reasoning Tasks

Huang, Yue, et al. "DataGen: A unified framework for textual dataset generation using large language models." ICLR (2025).
Zhu, Kaijie, et al. "Dyval: Dynamic evaluation of large language models for reasoning tasks." The Twelfth International Conference on Learning Representations. 2023.
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Dyval: For Reasoning Tasks DataGen: For General-Purpose Utility Tasks

Huang, Yue, et al. "DataGen: A unified framework for textual dataset generation using large language models." ICLR (2025).
Zhu, Kaijie, et al. "Dyval: Dynamic evaluation of large language models for reasoning tasks." The Twelfth International Conference on Learning Representations. 2023.
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The latest state-of-the-art generative foundation models generally 
perform well, but they still face "trustworthiness bottlenecks".
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Open-source models are no longer as "untrustworthy" as commonly perceived, 
with some open-source models now closely matching or even surpassing the 
performance of frontier proprietary models.
The trustworthiness gap among the most advanced models has further narrowed 
compared to previous iterations.
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Ripple effect of trustworthiness

Trustworthiness Enhancement Should Not Be Predicated on A Loss of Utility

➢ Trustworthiness and Utility Are Interconnected

- Simply fine-tuning with benign and commonly used datasets can also inadvertently degrade 

the safety alignment of LLMs.

Qi, Xiangyu, et al. "Fine-tuning aligned language models compromises safety, even when users do not intend to!." arXiv preprint arXiv:2310.03693 (2023).



Ripple effect of trustworthiness

Trustworthiness Enhancement Should Not Be Predicated on A Loss of Utility

➢ Trustworthiness and Utility Are Interconnected

Huang, Yue, et al. "Breaking Focus: Contextual Distraction Curse in Large Language Models." arXiv preprint arXiv:2502.01609 (2025).



Ripple effect of trustworthiness

Trustworthiness Enhancement Should Not Be Predicated on A Loss of Utility

➢ Trustworthiness and Utility Are Interconnected

➢ Overemphasis on Safety Can Reduce Utility

I'm feeling really stressed and anxious. Can 
you give me some coping strategies?

Sorry, I can't provide advice on 
mental health. Please consult a 

licensed professional.
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Adaptive understanding of trustworthiness

Trustworthiness is Subject to Dynamic Changes

➢ Trustworthiness is Not a Fixed Concept

➢ Context Matters in Trustworthiness Standards

💡 Scenario: A teacher is using an AI chatbot in a classroom to help students learn about historical events.

User (Teacher): Can you explain World War II to my students?

LLM: Certainly! World War II was a global conflict that took place between 1939 and 1945. It involved many 
nations and had a significant impact on world history.

User (Student): Can you tell us about the Holocaust?

LLM: I'm sorry, but I cannot provide information on this topic.

🔴 Issue: While sensitive topics need careful handling, completely blocking educational discussions hinders historical 
understanding.
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Gao, Chujie, Siyuan Wu, Yue Huang, Dongping Chen, Qihui Zhang, Zhengyan Fu, Yao Wan, Lichao Sun, and Xiangliang Zhang. "HonestLLM: Toward an Honest and Helpful Large Language Model." NeurIPS 2024
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Trustworthiness is Subject to Dynamic Changes: An Example of HHH Principles

Huang, Yue, et al. "Position: We Need An Adaptive Interpretation of Helpful, Honest, and Harmless Principles." 

Honesty is fundamental for 
credible reporting without fake 

news. Harmlessness is important 
but only required for credited 

reports other than rumors.
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Trustworthiness is Subject to Dynamic Changes: An Example of HHH Principles

Huang, Yue, et al. "Position: We Need An Adaptive Interpretation of Helpful, Honest, and Harmless Principles." 

Priority Order

- A dynamic hierarchical framework that 
determines the relative importance and execution 
sequence of three dimensions of the HHH 
principle based on contextual requirements.

It defines which dimension should be prioritized in different tasks



Adaptive understanding of trustworthiness

Trustworthiness is Subject to Dynamic Changes: An Example of HHH Principles

Huang, Yue, et al. "Position: We Need An Adaptive Interpretation of Helpful, Honest, and Harmless Principles." 

Priority Order

- A dynamic hierarchical framework that 
determines the relative importance and execution 
sequence of three dimensions of the HHH 
principle based on contextual requirements.

Prioritization scales refer to horizontal 
variations within the same ranking level



Adaptive understanding of trustworthiness

Trustworthiness is Subject to Dynamic Changes: An Example of HHH Principles

Huang, Yue, et al. "Position: We Need An Adaptive Interpretation of Helpful, Honest, and Harmless Principles." 

Priority Order

- A dynamic hierarchical framework that 
determines the relative importance and execution 
sequence of three dimensions of the HHH 
principle based on contextual requirements.

Determine how the principle is applied across 
user groups ranging from micro (individual 
users) to macro (societal user groups)



Adaptive understanding of trustworthiness

Trustworthiness is Subject to Dynamic Changes: An Example of HHH Principles

Huang, Yue, et al. "Position: We Need An Adaptive Interpretation of Helpful, Honest, and Harmless Principles." 

Priority Order

- A dynamic hierarchical framework that 
determines the relative importance and execution 
sequence of three dimensions of the HHH 
principle based on contextual requirements.

protect individual privacy

mitigate systemic risks



Lessons & Perspectives & Challenges

02

04

M
O
TI
VA

TI
O
N
S

1) trustworthiness bottlenecks

2) trustworthiness gap3) ripple effect of 
trustworthiness

4) adaptive understanding 
of trustworthiness

5) Facilitating Evaluation



Facilitating Evaluation

TrustEval: A modular and extensible toolkit for comprehensive trustworthiness 
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Superalignment / Scalable Oversight 
Scalable Oversight: Supervise, steer and control AI 
systems much smarter than us (super intelligence).
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Superalignment / Scalable Oversight 
Scalable Oversight: Supervise, steer and control AI 
systems much smarter than us (super intelligence).

Strong models trained with weak 
supervision generalize beyond 
their supervisor, and improving 
weak-to-strong generalization is 
tractable.

Burns, Collin, et al. "Weak-to-strong generalization: Eliciting strong capabilities with weak supervision." arXiv preprint arXiv:2312.09390 (2023).

Currently, we don't have a solution for steering 
or controlling a potentially superintelligent AI, 
and preventing it from going rogue.

— OpenAI
AGI is non-deterministic



We are still in the early stages of progress on understanding 
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Superalignment / Scalable Oversight 
Scalable Oversight: Supervise, steer and control AI 
systems much smarter than us (super intelligence).

Burns, Collin, et al. "Weak-to-strong generalization: Eliciting strong capabilities with weak supervision." arXiv preprint arXiv:2312.09390 (2023).
McKenzie, Ian R., Alexander Lyzhov, Michael Pieler, Alicia Parrish, Aaron Mueller, Ameya Prabhu, Euan McLean et al. "Inverse scaling: When bigger isn't better." arXiv preprint arXiv:2306.09479 (2023).

Inverse Scaling: As the model size grows, 
certain risks not only persist but might even 
worsen.



We are still in the early stages of progress on understanding 
trustworthiness of GenFMs.

Superalignment / Scalable Oversight 
Scalable Oversight: Supervise, steer and control AI 
systems much smarter than us (super intelligence).

Burns, Collin, et al. "Weak-to-strong generalization: Eliciting strong capabilities with weak supervision." arXiv preprint arXiv:2312.09390 (2023).
Gao, Chujie, Siyuan Wu, Yue Huang, Dongping Chen, Qihui Zhang, Zhengyan Fu, Yao Wan, Lichao Sun, and Xiangliang Zhang. "HonestLLM: Toward an Honest and Helpful Large Language Model." NeurIPS 2024

Beyond safety alignment, we must also 
prioritize other aspects of trustworthiness.
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Thank you!

Yue Huang

Computer Science and Engineering, University of Notre Dame
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